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Abstract 

A non-empty set 푉along with two binary operations ‘+’ (Internal binary operation)  &  ‘ .’  

(External  binary  operation)  is  denoted  by  푉(퐹)where “(푉, +, . )is the vector space and 

(퐹, +, . )" is the field which is known as scalars field, is called a vector space or linear  

vector space over the given field 퐹if it satisfy the axioms given below: 

i. The algebraic structure (푉, +)is an abeliangroup. 

ii. For any scalar 푠 ∈  퐹and vector 푥 ∈  푉we have 푠. 푥 ∈ 푉. 

iii. ∀ 푠 , 푠 ,푠 ∈   푉and ∀ 푥,푦   ∈   푉 , then 
(a)  (푠  +  푠 ).푥 = 푠 .푥  +  푠 .푥 

(b)  푠. (푥 +  푦)  =  푠. 푥 +  푠.푦 

(c)  푠 (푠 푥) =  (푠 푠 ). 

(d)  푢. 푦 =  푦;  푢 be the unity of the field ܨ.  

By a space in this theory we mean a vector space or the linear space. Here we take the 

standard examples of vector spaces as below Let us consider the standard fields of complex 

numbers, real numbers and rational numbers denoted by ℂ ,ℝ 푎푛푑 ℚrespectively. 

Thenℂ(ℂ), ℂ(ℝ), ℂ(ℚ),ℝ(ℝ), ℝ(ℚ) &푄(푄)are  the  vector  spaces.  

Keywords: Vector Space. 

Notation: 

1-Space ( ) = {x | x is a real number }; 

2-Space ( 2 ) = {(x, y) | x, y  are real numbers}; 

3-Space ( 3 ) = {(x, y, z) | x, y, z are real numbers}; 
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4-Space ( 4 ) ={ ),,,( 4321 xxxx  | 4321 ,,, xxxx are real numbers}; 

 … 

n-Space ( n ) ={ ),...,,( 21 nxxx  | nxxx ,...,, 21 are real numbers} 

The elements of n are called points or vectors. They are usually denoted by boldface letters 

as  

),...,,( 21 nxxxx = 

1

2

1

.

.

.

nxnx

x
x



























numbers real of tuple n  

The ith entry of the vector ),...,,...,( 21 ni xxxxx is called its ith coordinate or its ith 

component. 

The zero vector in n is  

0 = (0, 0,…,0). 

If ),...,,( 21 nxxxx  and ),...,,( 21 nyyyy are vectors in n , then their sum is defined as the 

vector   

x + y = ),...,,( 2211 nn yxyxyx  . 

If c is a scalar (a real number), then the scalar multiple of the vector x by the scalar c, 

denoted by cx,  is the vector 

),...,,( 21 ncxcxcxc x  

Note:  

(-1)x = -x = ),...,,( 21 nxxx   
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Vector Space: Let  V  be a set vectors in which the operations of sum of vectors and of scalar 

multiplication are defined (that is, given vectors x and y in V and a scalar c, the vectors x + y 

and cx are also in V - in this case V is said to be closed under vector addition and 

multiplication by scalars). Then with these operations V is called a vector space provided 

that - given any vectors x, y, and z in V and any scalars a and b - the following properties are 

true: 

a. x + y = y + x                                (commutativity) 

b. x + (y + z) = (x + y) + z               (associativity) 

c. x +  0 = 0 + x = x                         (zero element) 

d. x + (-x) = (-x) + x = 0                  (additive inverse) 

e. a(x + y) = ax + ay                        (distributivity) 

f. (a + b)x = ax + by 

g.  a(bx) = (ab)x 

h. (1)x = x 

Theorem: The n-space n is a vector space. 

Let  W be a nonempty subset of the vector space V. If W  is a vector space with the operations 

of addition and scalar multiplication as defined in V, then W is a subspace of V.  

Examples: 

1. W = {0} is a subspace of n (called the zero subspace). 

2. W = n  is a subspace of n (also called the improper subspace).  

   (all other subspaces of n are called proper subspaces) 

Theorem: (Conditions for a subspace) 

The nonempty subset W of the vector space V is a subspace of V if and only if it satisfies the 

following conditions: 

a.    0 is in W; 

a. If x and y are vectors in W, then x +  y is also in W; 

b. If  x is in W and c is a scalar, then the vector cx is also in W.  
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Theorem: (Solution subspaces) 

If A is an m x n matrix of constants, then the solution set of the homogeneous linear system   

Ax = 0 

is a subspace of n . 

Example: Find two solution vectors u and v for the following homogeneous system such that 

the solution space is the set of all linear combinations of the form au + bv: 

 

0611105
047    63
035    42





wzyx
wzyx
wzyx

 

We reduce the coefficient matrix to echelon form by applying the following sequence of  

EROs: 323121 3   ,25   ,23 RRRRRR  . 

The echelon matrix we obtain is  




















0      0       0    0
1    1       0    0
3      5    4    2

 

Hence x and z are the leading variables, and y and w are the free variables. Back 

substitution yields the general solution  

 

y = a, w = b,  z = b, x = -2a + b  

Thus the general solution vector of the system has the form  

x = vu baba

b
b
a

ba

w
z
y
x
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where u = (-2, 1, 0, 0) and v = (1, 0, 1, 1).  

The solution space of the system is completely determined by the vectors u and v by the 

formula x = au + bv. 

  

The vector y is called a linear combination of the vectors n21 x,...,x,x provided that there 

exists scalars nccc ,...,, 21  such that  

n21 x...xxy nccc  21  

Let S = { n21 x,...,x,x }be a set of vectors in the vector space V. The set of all linear 

combinations of n21 x,...,x,x  is called the span of the set S, denoted by span(S) or span(

n21 x,...,x,x ). 

Theorem: span(S) is a subspace of V. 

The set S = { n21 x,...,x,x }of vectors in the vector space V is a spanning set for V provided 

that every vector in V is a linear combination of the vectors in S.  

The set of vectors S = { n21 x,...,x,x }in a vector space V is said to be linearly independent 

provided that the equation 

0x...xx n21  nccc 21  

has only the trivial solution 021  nccc ...  

Example : The standard unit vectors in n , viz., 

,

1

0
0
0

      ,

0

0
1
0

   ,

0

0
0
1

21













































































neee  

are linearly independent. 
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Note: 

Any subset of a linearly independent set is a linearly independent set. 

The coefficients in a linear combination of the vectors in a linearly independent set are 

unique. 

A set of vectors is called linearly dependent if it is not linearly independent.  

Example : The vectors u = (1, -1, 0), v = (1, 3, -1), and w = (5, 3, -2) are linearly dependent 

since 3u + 2v - w = 0. 

Exercise:  Determine whether the following vectors in 4  are linearly dependent or 

independent. 

(1, 3, -1, 4),  (3, 8, -5, 7),  (2, 9, 4, 23). 

The vectors n21 x,...,x,x are linearly dependent if and only if at least one of them is a linear 

combination of the others. 

Theorem: The n vectors n21 x,...,x,x  in n are linearly  independent if and only if the  

n x n matrix  

[A n21 xxx    ...     ] 

with the vectors as columns has nonzero determinant. 

Theorem: Consider k vectors in  n , with  k < n.  Let  

[A kxxx 21    ...     ] 

be the n x k matrix having the k vectors as columns. Then the vectors kx,...,x,x 21  

are linearly independent if and only if some k x k submatrix of A has nonzero determinant.  

A finite set S of vectors in a vector space V is called a basis for V provided that  

(a) The vectors in S are linearly independent; 

(b) The vectors in S span V. 
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Example : The set of standard unit vectors in n , viz., 

,

1

0
0
0

      ,

0

0
1
0

   ,

0

0
0
1

21













































































neee  

form the standard basis for n . 

Note:  Any set of n linearly independent vectors in n is a basis for n . 

Example : u = (-2, 1, 0, 0) and v = (1, 0, 1, 1) is a basis of the solution space of the 

homogeneous system given in First Example. The dimension of the solution space is 2. 

Theorem: Let S = { n21 x,...,x,x }be a basis for the vector space V. Then any set of more than 

n vectors in V is linearly dependent. 

Theorem: Any two bases of a vector space consist of the same number of vectors. 

A vector space V is called finite dimensional if it has a basis consisting of a finite number of 

vectors. The unique number of vectors in each basis for V is called the dimension of V and is 

denoted by dim(V).  

A vector space that is not finite dimensional is called infinite-dimensional. 

Let mxnijaA ][  be a matrix. The row vectors of A are the m vectors in n  given by 

),,,(

),,,(
),,,(

21

22221

112111

mnmm

n

n

aaa

aaa
aaa














m

2

r

r
r

 

The subspace of n spanned by the m row vectors m21 r,...,r,r is called the row space of the 

matrix A and is denoted by Row(A).  

The dimension of the row space Row(A) is called the row rank of the matrix A.  
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Theorem: The nonzero row vectors of an echelon matrix are linearly independent and 

therefore form a basis for its row space Row(A). 

Theorem: If two matrices are equivalent, then they have the same row space. 

Note: To find a basis for the row space of a matrix, reduce the matrix to echelon form. 

Then the nonzero row vectors of the echelon matrix form a basis for the row space.  

Let mxnijaA ][  be a matrix. The column vectors of A are the n vectors in m  given by 
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      ,

,

   , n21 ccc  

The subspace of m spanned by the n column vectors n21 c,...,c,c is called the column space 

of the matrix A and is denoted by Col(A).  

The dimension of the row space Col(A) is called the column rank of the matrix A.  

Note: To find a basis for the column space of a given matrix, reduce the matrix to echelon 

form. Then the column vectors of the given matrix that correspond to the pivot columns of 

the echelon matrix form a basis for the column space.   

Exercise: Find a basis for the row space of the following matrix and state the dimension (row 

rank) of the row space. Also find a basis for the column space of the given matrix and state 

the dimension(column rank) of the column space. 






















3          1     3
1       3     4
1       1      1

A  

Theorem: The row rank and the column rank of any matrix are equal.  

The common value of the row rank and column rank of a matrix is called the rank of the 

matrix. 
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The solution space of the homogeneous system Ax = 0 is called the null space of A, denoted 

by Null(A) 

Note:  

1. If A is an m x n matrix, then Null(A) and Row(A) are subspaces of n , whereas  

      Col(A) is a subspace of m .  

2. rank(A) + dim Null(A) = n. 

Application:  Consider a homogeneous system of  m linear equations in n unknowns  

(m  n). If the m x n coefficient matrix has rank r, (so r out of the m equations are 

irredundant), the system has n - r linearly independent solutions. 

Theorem: The nonhomogeneous linear system Ax = b is consistent if and only if the vector b 

is in the column space of A.  
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